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Opening Statement 

by San Murugesan, Guest Editor 
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 Automation is no longer being applied only to industri-
al manufacturing processes; it now extends to several 
other areas across different domains. Automation is also 
becoming smarter, with added intelligence, and more 
sophisticated, with extended capabilities. It is rapidly 
advancing in a few new directions and being widely 
adopted in more ways than ever before. It helps enter-
prises to become agile and flexible and to collaborate 
across business units. In addition to enterprises, con-
sumers are also embracing advanced automation in 
their everyday lives through the growing use of voice 
assistants and smart home ecosystems. 

Traditionally, automation employed “feedback control” 
to perform a task or to keep a parameter of interest 
within a specified limit. It transformed industries, 
replacing much manual work. Then, robotic process 
automation (RPA) helped to automate and speed up 
key business workflows. Now, driven by artificial 
intelligence (AI), machine learning (ML), autonomous 
operational capabilities, smart materials, GPS data, 
and other technologies, traditional automation is 
being enhanced with several advanced features. These 
features include intelligence, the competency to deal 
with unknown or uncertain environments, and the 
ability to perform satisfactorily even with partial 
information and under a sudden increase in workload. 

This enhanced automation, also known as smart auto-
mation, hyper automation, intelligent automation, and 
intelligent RPA (IRPA), is generating significant interest 
among researchers and developers in both business 
and industry. It is transforming all aspects of business, 
whether supply chain management, financial services, 
customer service, transportation and logistics, or mar-
keting. While both promising and encouraging, it also 
raises a few technical, organizational, managerial, 
social, ethical, and regulatory issues and challenges 
that need to be satisfactorily addressed. In this issue of 
Cutter Business Technology Journal (CBTJ), we examine 
the emergence of the new face of automation and 
explore novel ways to address the various issues 
and challenges we encounter. 

The Need for Intelligent Automation 
Traditional simple automation faces limitations in 
modern enterprises: it is incapable of meeting sophis-
ticated requirements or handling the intricacies of 
the environment in which it operates. The increasing 
complexity of enterprise operations, interdependence 
among processes, a growing need to comprehend what 
to do in advance, demands for better performance and 
real-time operation, and a requirement for awareness  
of the context in which it operates have stymied simple 
automation. 

Intelligent automation, which uses AI, ML, and other 
technologies, can address these limitations and manage 
unforeseen challenges, such as those issues enterprises 
have faced recently due to the COVID-19 crisis. The 
three use cases outlined below illustrate how IRPA and 
bots help to address the unusual demands enterprises 
have faced: 

1. An airline company received 120,000 ticket can-
cellation requests from passengers in the early 
weeks of the COVID-19 pandemic due to travel 
restrictions, border closures, and flight cancellations 
— a 4,000% increase from its typical 3,000 cancella-
tions per month. The company used IRPA tools to 
build a bot to process claims. With the deployment 
of these bots, it was able to work through the vastly 
increased number of cancellation requests and also 
free employees to work on complex cases that 
required human decision making.1  

2. The pandemic posed a major unforeseen challenge 
to a biopharmaceutical company, which now had to 
manage enough supplies to ensure continuity of a 
large number of global clinical trials. The company 
quickly created a bot to monitor the growth of the 
crisis and manage its inventory and supply chain 
readiness. The bot automatically generates reports, 
pulling data from the World Health Organization 
(WHO), and allows the company’s leadership to 
make decisions in real time.2 
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3. Takeda, a pharmaceutical company, sped up the 
clinical trial process for a promising COVID-19 
treatment by adopting RPA and using software 
bots. The company reduced the processing time, 
which involved collecting prospective patients’ 
information and determining their suitability for 
the trial, to days instead of weeks.3 

Intelligent Automation Drivers 
Intelligent automation is gaining considerable interest 
due to both business drivers and technological drivers. 
Business drivers include operational cost reduction, 
improvements in process agility and flexibility, resilience 
to demand and supply variations, remote or autonomous 
operations, and desire for online fault detection and 
correction. Technical drivers are advances in AI, ML, 
and deep learning; continuous intelligence, which 
enables organizations to use real-time and historical data 
for critical decisions and actions that need to be taken in 
near-real time, ranging from milliseconds to minutes; 
availability of large data sets needed for training and 
validation of learning algorithms; conversational bots; 
Internet of Things; computer vision; blockchain; and 
cloud, fog, and edge computing. 

Automation Strategy 
For successful implementation and realization of the 
intended benefits of automation, enterprises need to 
develop and implement a holistic automation strategy. 
An enterprise’s automation strategy should be part of 
— and aligned with — its IT and AI strategies.4 

Business values and the desired benefits of automation, 
not fanciful desires, should drive enterprise automation 
strategy. Not all that can be automated has to be auto-
mated. An enterprise’s automation strategy should 
also consider other salient factors such as viability, 

supporting systems and infrastructure, technological 
and business risks, technology maturity, other related 
business processes, organizational readiness, and the 
potential impact on employees. Employee re-skilling or 
upskilling and relevant training is an important aspect 
that should be part of an automation strategy. The 
strategy should also consider ethical aspects and 
regulatory requirements, where relevant.  

While formulating their automation strategy, enter-
prises should be mindful that, as Bill Gates has been 
attributed as saying, “Automation applied to an 
efficient process will magnify the efficiency.…  
[A]utomation applied to an inefficient operation 
will magnify the inefficiency.” 

In This Issue 
We present in this issue of CBTJ a set of five articles that 
provide actionable insights on topics of current interest 
to professionals and executives. Our first article begins 
by demonstrating an intelligent enterprise. Joseph 
Byrum describes an intelligent enterprise as one that 
embraces AI to guide all its functions and decisions, 
small or large. However, this business is not run by 
the all-knowing, utopian artificial general intelligence 
(AGI) that science fiction writers and some commenta-
tors envision, which is a distant dream. Rather, it is an 
enterprise run by augmented intelligence — humans 
using AI and decision support tools that are enriched to 
the extent that is currently realistic and feasible. Byrum 
discusses the advantages of enterprises embracing 
augmented intelligence but cautions that making the 
entire enterprise “intelligent” requires concerted effort. 

In our next article, Namratha Rao and Jagdish 
Bhandarkar outline the concept of intelligent auto-
mation using AI, ML, and RPA. A case study from the 
financial sector highlights the benefits gained through 
RPA. The authors explain how an intelligent bot can be 
trained and deployed over a period of a few months, 
and they emphasize establishing a roadmap, applying 
the right security measures, and setting up robust 
governance as three key tenets for scaling automation. 

Currently, in most enterprises, business processes are 
automated in isolation, creating “automation silos”  
— a major barrier to realizing the fuller potential of 
enterprise-wide integrated automation. In their article, 
Aravind Ajad Yarra and Danesh Zaki address this issue. 
They differentiate between first- and second-generation 
smart automation and identify key imperatives to 
ensure desired integration across an entire business 

 

Upcoming Topics 

How Technology and Business  
Leaders Help in a Crisis 
Steve Andriole  

Proactive Risk Management 
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Get The Cutter Edge free  www.cutter.com Vol. 33, No. 6    CUTTER BUSINESS TECHNOLOGY JOURNAL 5 

process. Furthermore, they present a detailed architec-
ture for, and a pathway toward, smart automation 2.0, 
which enterprises can adopt to enable their automation 
bots to cooperate across the value chain. 

Our next article discusses an interesting paradigm: 
human-machine hybrid intelligence. In their article, 
Tad Gonsalves and Cutter Consortium Senior Con-
sultant Bhuvan Unhelkar argue that while machine 
intelligence facilitates smart automation and autono-
mous operations, yielding benefits, it cannot handle 
decisions that need to account for subjective factors, 
such as satisfaction, perceived quality, or joy, which 
cannot be parameterized in an ML algorithm. The 
authors recommend judicious superimposition of 
human natural intelligence (NI) on machine intelligence 
as a better way to facilitate business decisions that factor 
in customer value. In their discussion of how to achieve 
this goal, they also present a few use cases that embrace 
this hybrid intelligence. 

Our concluding article focuses on another important 
issue facing enterprises and society: the governance 
and regulation of intelligent automation. Daniel J. 
Power, Ciara Heavin, and Shashidhar Kaparthi argue 
that a better governance mechanism is necessary to 
minimize the dangers of rushing to adopt AI and 
automation without due consideration of the risks. 
They present a governance framework for intelligent 
automation that includes all key stakeholders and 
offer policy prescriptions and guidelines for successful 
intelligent automation. 

In addition to these articles, we recommend you also 
look at last year’s CBTJ issue on automation,5 which 
features eight articles that cover the technologies that 
drive and support new frontiers in automation, such as 
blockchain, AI, and security, and automation strategies 
and design considerations. 

A New Automation Mindset 
As we start to implement smart technologies to 
automate enterprise processes and activities, we must 
look at automation with a new mindset, holistically, 
broadening our vision. To gain dramatic benefits across 
an organization’s activities, we need to move from 
traditional opportunistic automation of processes, 
which offers incremental benefits, to systematic, 
organization-wide automation of processes. However, 
we shouldn’t blindly pursue and embrace automation 
without first examining the need for it, its relevance, 
and its consequences. Furthermore, to work along with 

machines, humans have to know the capabilities and 
limitations of machine intelligence and automation and 
change their own mindset and behavior to be compati-
ble with machine behavior and activities. 

To raise intelligent automation to higher heights, we 
need to pursue further development in the following 
areas: collaborative automation, where two or more 
systems work collaboratively, sharing insights and 
working toward a higher-level shared objective;  
human-machine interaction and transfer of roles 
when the situation warrants it; security and reliability; 
standards that facilitate integration and coordination 
between different processes; and governance and 
regulation. 

We hope the articles in this issue present perspectives 
and ideas on intelligent automation that you’ll find 
insightful. We also hope these articles inspire and 
encourage you to harness advanced automation in  
your domain of interest. 
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The fact that businesses are able to adapt and serve 
the needs of hundreds, millions, or even billions of 
customers is a marvel of complexity management. 
Getting this right is no easy task. Most individuals who 
try their hand at starting a business fail within the first 
10 years; only 38% of startups survive beyond that.1 
Even the companies that make it to the top cannot 
rest on past achievements lest they join the ranks of 
forgotten giants that have disappeared due to the bad 
choices of their executives. 

Former multibillion-dollar giants like Blockbuster, 
Tower Records, and Toys “R” Us famously missed the 
signs that the public wanted the convenience of online 
options and that brick-and-mortar operations would 
have to adjust to this new reality to survive. Each of 
these companies had ample opportunity to follow the 
leads of other companies that transitioned to online-
only operation or found a way to mix the best of both 
worlds in a way that satisfied customer needs. Their 
failure to act on the information available to them at 
the time proved fatal. 

Through the use of artificial intelligence (AI) tools, 
companies today are boosting their decision-making 
skills with custom-designed systems that work on a 
task-by-task basis.2 For example, a doctor might use 
an AI program to assist with diagnosing a particular 
disease. A stock analyst can use an AI tool to spot a hot 
investment overlooked by others. Shipping companies 
can use AI to plot more efficient routes to save on fuel 
and transportation expenses. 

Several industries are increasingly using AI tools for 
logistics and production purposes. The benefit of 
optimizing core functions is well established. The 
discipline of operations research has been lowering 
the cost of doing business for decades by using data 
analytics. Just one small slice of such projects — the 
ones selected as finalists for the Franz Edelman Award 
for Achievement in Advanced Analytics, Operations 
Research, and Management Science — have brought 
home the tidy sum of US $250 billion in cost savings.3 
Businesses are investing $30 billion a year on AI tools 
to optimize operations.4 That might seem like a big 

number, but less so when you consider that US busi-
nesses also spend more than $40 billion a year on 
landscaping.5 There’s room to think bigger about 
what can be done with AI. 

If you can succeed through optimization in one aspect 
of a business, it makes sense that extending the concept 
to other areas of the enterprise can produce similar 
results. The question then becomes: what would 
happen if businesses were built from the ground up to 
take advantage of AI? Every aspect of such a business 
would be optimized to take advantage of integral AI 
tools. Everything from the C-suite to HR, the general 
counsel’s office, and even the landscapers, would 
bolster their skills with AI. Such a business would 
open a new frontier in business efficiency: the intelligent 
enterprise. 

The phrase “intelligent enterprise” describes a business 
designed around the use of AI that guides all decisions, 
big and small. While this might sound like it is turning 
every human function over to an impersonal machine, 
in this case it would be the opposite. The intelligent 
enterprise is not a business run by the all-knowing 
artificial general intelligence (AGI) dreamed up by the 
authors of science fiction novels and movie screenplays. 
Rather, it is an enterprise run by humans using much-
less-scary augmented intelligence decision support 
tools firmly rooted in reality.  

Augmented Intelligence vs. AGI 
AGI makes for some of the silver screen’s greatest 
villains: Space Odyssey’s Hal 9000, The Matrix’s Agent 
Smith, and Arnold Schwarzenegger’s homicidal 
Cyberdyne Systems Model 101 in The Terminator. 
Benevolent AI — the sort sometimes seen on Star Trek 
— rarely makes an appearance. That’s why the public 
associates AI with the dangers of AGI. 

The belief that AGI is possible — or even inevitable —  
is a product of linear reasoning. If one assumes that 
machines are growing smarter and smarter every year, 
and human abilities are finite, it follows that one day, 

A SPECTRUM OF POSSIBILITIES 

The Intelligent Enterprise Defines the Future of Business 
by Joseph Byrum 
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machines must, of necessity, reach a status that far 
exceeds human capabilities. Once this happens, 
humanity will be obsolete. For an all-knowing AGI, 
there would be no logical reason to have humans 
stick around. 

Fortunately, developing AGI is a distant dream. In fact, 
we’re not even particularly skilled at simulating an 
AGI that’s good enough to win the Turing test, which 
measures whether a machine can be crafted to present 
a conversation convincing enough to fool a panel of 
human judges.6 

Augmented intelligence tools, as they already exist in 
early forms, are firmly rooted in what’s possible. Rather 
than replacing humans, these tools take existing human 
employees and make them better at their jobs. Today’s 
augmented intelligence tools are developed for one-off 
purposes, but they can be extended to serve more 
functions. Such systems can be more easily designed 
to fit within appropriate ethical guidelines7 because 
humans are always in control, unlike with the use 
of “deep learning” forms of AI, where the rationale 
underlying the decisions is hidden from the end user. 

Man vs. Machine 
Augmented intelligence is built on the basic premise 
that humans and machines have their own strengths 
and weaknesses. Machines benefit from having 
effectively infinite memory capacity. They crunch 
numbers and perform every task, no matter how 
mundane, with precision. They never grow tired. 

Humans, of course, don’t do well with tedious tasks. 
We grow tired or are bored easily when forced to 
perform mindless or repetitive functions. On top of this, 
our memory capacity is limited and subject to influence 
from emotion and stress.8 We can’t perform computa-
tions 24/7, and we certainly can’t do so without error. 
It’s a mistake, though, to assume that this makes 
humans inferior. 

What we lack in endurance and capacity, we make up 
for in creativity, insight, inspiration, and judgment. 
Machines by their very nature follow the rules under 
which they have been programmed. Venture beyond 
the rule set, or the training database, and a machine 
becomes quite dumb, failing to recognize things that 
a child instantly would know.  

People can be funny; machines can’t tell a joke. As 
surprise is one of the key elements of humor, it says a 

lot that no AI is sophisticated enough to come up with 
a joke on its own. Alexa can tell you a knock-knock  
joke, but only one recorded in advance by an Amazon 
engineer. A truly funny response requires inspiration 
not available to the current generation of AI. 

Augmented intelligence takes into account the relative 
strengths and weaknesses of humans and machines, 
combining human judgment with the unerring, untiring 
processing power of machines. The result is something 
more powerful than either a human or a machine could 
ever create on its own. With augmented intelligence, the 
machine (1) takes in all the data, (2) processes and sorts 
out what’s a priority, and (3) suggests possible courses 
of action based on a statistical analysis of possible 
outcomes. 

This is an extremely powerful capability. AI can absorb 
the sum of human knowledge and make an analysis 
based on a review of every available scientific study 
on the subject in question. For example, medical AI 
tools can process every medical journal article so that a 
symptom of a rare disease mentioned in the footnote of 
an obscure foreign study, perhaps written in a language 
the doctor doesn’t understand, can be flagged for the 
doctor to investigate. This is an example of how a level 
of knowledge once available only to the top specialists 
in a given field can be made available to everyone. The 
system sorts through the raw data, presenting only 
those facts most relevant to the task at hand. 

With an augmented intelligence algorithm performing 
“information triage,” the human mind is freed of the 
tedium of that work. No longer overwhelmed with raw 
data, the human has the mental capacity to focus on the 
details that matter. From this, an informed judgment 
can be made about what action to take. The judgment 
will be more effective because it’s not just a human 
operating on a whim or a hunch. An objective, emotion-
free, and scientific evaluation of the facts bolsters the 
decision. 

Augmented intelligence takes into account 
the relative strengths and weaknesses of  
humans and machines, combining human 
judgment with the unerring, untiring  
processing power of machines.  
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Applying Augmented Intelligence  
to the Enterprise 
Such powerful tools would be the foundation of the 
intelligent enterprise. At the top, the C-suite could use 
them to guide all major decisions in setting the compa-
ny’s direction. Computer models would test scenarios 
about all the typical top-line decisions about funding 
levels, adapting to economic conditions, and produc-
tion. The human CEO would play an essential role, 
checking the impact of each potential choice against 
the likely impacts on, for example, employee morale. 
The most efficient choice on paper (or in an algorithm) 
is not always the best choice. The CEO also provides 
inspiration and motivation that machines simply 
cannot provide. 

The decisions humans make wouldn’t simply be  
rubber-stamping the offerings of the “superior” 
machine intelligence. For instance, AI might calculate 
that moving a call center to a low-tax jurisdiction would 
reduce expenses. The entire cost of the move could 
be covered with savings over the next five years. The 
human executives would look at the option to deter-
mine the impact of the move on the personnel. Is that 
proposed location a good fit for the company? Would 
the move have a cost in terms of losing key staff? Would 
the best workers need to be replaced, and could you 
even find the right talent in that location? 

More routine, day-to-day work decisions would also be 
bolstered by AI in the intelligent enterprise. At a bank, 
augmented intelligence systems would crunch the 
data for loan applications. The systems would look for 
evidence of fraud. They would track payments and 
assist with customer service. Many of these functions 
are already automated in this way. The difference: these 
augmented intelligence systems would be integrated 
and have the capability of communicating with one 
another across divisions and subdivisions of the 
enterprise. 

The availability of data from subsidiaries and other 
business divisions expands the available data, enhanc-
ing the analysis. For example, a manufacturing division 
might want to reduce inventory if a financing division 
forecasts an economic slowdown or, conversely, it could 
ramp up production when given signs of boosted 
consumer spending. 

Even the landscaping for the physical space of an 
intelligent enterprise would be optimized. The system 
would help choose which seeds to plant and when in 
order to keep all the plants looking their best under 
constantly changing weather and soil conditions. The 
system would optimize watering by having sprinklers 
operate only when needed and would order trimming 
at the most efficient times.  

Employees might be happier working in an intelligent 
enterprise. Beyond the nicer landscaping at the head-
quarters and the fact that office supplies would never 
run out, employees in this new enterprise would be 
free from the most tedious tasks. Their contributions to 
the organization’s objectives would be more obvious, 
and their performances could be better measured and 
appreciated because the intelligent enterprise tracks 
all decisions made and compares them against the 
expected results. 

A Powerful Thought Experiment 
The intelligent enterprise at this point is still just a 
thought experiment, but it is achievable. It takes years 
of concerted effort to build and, more importantly, to 
validate custom AI tools for a given, limited purpose. 
It’s too time-consuming and resource-intensive to 
develop augmented intelligence systems for anything 
other than the core functions of a business. Until more 
general-purpose augmented intelligence tools are 
available that could be quickly adapted to each new 
function, we probably won’t see a true intelligent 
enterprise. 

Once shrink-wrapped, interoperable tools are available 
for executives to deploy and optimize any business task 
at hand, the intelligent enterprise would seem to be 
almost inevitable. Remove the cost of development 
from the equation, and optimization throughout the 
enterprise becomes pure profit. 

The intelligent enterprise at this point is  
still just a thought experiment, but it is 
achievable.  
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Until that day comes, however, we can draw a few 
conclusions about the nature of AI from thinking 
through how an intelligent enterprise would be 
designed. The first is that, as long as AGI does not 
exist, humanity is not in danger of being replaced by 
machines any time soon. This is not to say that individ-
uals won’t find their particular profession rendered 
obsolete. It is inevitable that mundane tasks that can be 
automated will be automated. What’s left for humans 
will be the role of taking the information provided by 
the machines and deciding what to do with it. 

Far from a demotion for humanity, such roles fit our 
natures perfectly. Of course, just as every revolution 
in technology has caused economic dislocation, the 
transition to the intelligent enterprise won’t be easy. 
Ultimately, however, it represents a bright future. 
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Evolution of Automation 
One look inside Mercedes’ famed “Factory 56” in 
Germany stops you in your tracks.1 Production of its 
latest class of cars is wholly automated; from plan-
ning to assembly of parts to quality monitoring to the 
finishing touches, every aspect is controlled by digital 
systems, which are powered by artificial intelligence 
(AI). The team of people in the plant works in tandem 
with these systems, and the result is spectacular. The 
time needed to produce the cars has been drastically 
reduced, while the quality has risen exponentially.  

Automation has always been around us. Our collective 
intelligence has explored ways and means to achieve 
more with less, beginning with simple tools and evolving 
to complex machinery that has given us the advantage of 
efficiency. Given that mechanical automation started the 
current trend, it is only natural that the manufacturing 
industry (as in the Mercedes example) adopted automa-
tion before other industries. Manufacturing results have 
been highly visible, and more players have followed the 
automation trend. The software industry is now catching 
up, with the emergence of techniques to apply machine 
learning (ML) concepts with a combination of high 
computing capabilities. The intent is the same as in 
any other industry: to achieve higher levels of efficiency 
in the least amount of time and at the lowest possible 
cost. The creation of a software bot (i.e., a digital twin of 
the mechanical bot on the factory floor) has accelerated 
the embracing of software processes and systems 
automation. 

Robotic process automation (RPA) is changing the way 
organizations operate. New metrics, key performance 
indicators (KPIs), and key result areas (KRAs) have 

evolved, and a new perspective has emerged to assess 
operations. In this article, we attempt to describe how 
an organization can adopt these new concepts. 

Blending of Intelligence and Automation 
Automation, by definition, is utilizing a tool or a device 
instead of a person to perform a task. The decision of 
what to automate has been driven mainly by the nature 
of possible tasks to be automated. A task usually con-
sists of control and execution, with execution being 
the easiest to automate because it does not contain any 
decision-making points. RPA focuses on the execution 
aspects of a task. In contrast, the control aspect encom-
passes all those points where a person needs to make a 
decision using human intellect and an understanding of 
the task itself. Common bots do not have the capability 
to make decisions unless a decision is purely rule-based. 
Blending intelligence with bots provides an opportunity 
to increasingly automate the control aspect of tasks. 

With the advancement of ML techniques, bots are 
now augmented with intelligence, taking automation 
a notch higher. This is typically referred to as intelligent 
automation. Intelligent automation makes use of AI and 
analytics to provide automation with some awareness 
of its environment and an ability to configure and heal 
itself to evolve in response to client requirements.  

Figure 1 shows how intelligent automation moves from 
automating transactional-based processes to judgment-
driven processes utilizing key concepts such as ML and 
AI. In the following section, we use a case study of a 
financial institution to describe how intelligent auto-
mation can help organizations. 

Case Study: RPA and Intelligent Automation  
in a Bank’s KYC Process 
US financial institutions under the Bank Secrecy Act 
(BSA), the US’s primary anti-money laundering (AML) 
regulation, are required to provide information on all 
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customers to US government agencies to detect and 
prevent money laundering. The cornerstone for 
preventing money laundering is to learn as much as 
possible about both new and old customers, which is 
the aim of the Know Your Customer (KYC) program. 
The foundation of an effective BSA/AML program 
includes comprehensive customer due diligence (CDD) 
policies, procedures, and processes.2 Accounts that 
the CDD procedures flag as high risk are subject to 
enhanced due diligence (EDD). The overall increase 
in the regulatory requirement complexity of the KYC, 
CDD, and EDD policies hinder institutions’ operating 
speed. However, due to the risk mitigation of these 
processes, KYC-CDD is core to the onboarding of new 
customers and has become the most strategic area of 
the compliance chain. 

Our case study examines the implementation — 
utilizing intelligent automation — of KYC-CDD with 
the EDD process in a US super-regional bank. The CIO 
wanted to assess how the bank was handling the KYC 
process and regulatory compliance around this process. 
She assessed the process from three perspectives:  

1. From her colleagues in the AML line of business, 
she learned that the ever-increasing regulatory 
complexity and the broadening scope of the 
regulatory requirements were making analysts’ 
jobs tougher. The analysts had to monitor numer-
ous sectors and information sources, and the lists 
generated were then screened against the names of 
the institution’s clients. (These names numbered in 
the millions and ranged from politically exposed 
persons to state-owned companies; this detail 
signifies the level of risk with which intelligent 
automation models must deal). If the bank failed to 
comply with the regulations, potential fines could 

run into millions of dollars, in addition to exposure 
to high remediation costs.  

2. From the customer onboarding analysts’ team, 
she understood that the onboarding and post-
matching processes were time- and cost-sensitive. 
The current process involved dealing with 70%-80% 
of alerts being false positives and with more than 
20% needing review by more than three senior 
analysts. The resulting balancing act weighed the 
risk of huge penalties against the ever-increasing 
cost of manual investigations. 

3. Her final check was with the customer experience 
department to correlate the attrition of prospective 
customers with the KYC process. She came to the 
realization that the time-consuming identity checks 
created a bitter experience for the bank’s potential 
customers and yielded a very negative customer 
experience. Hence, the rate of attrition of prospec-
tive customers was high. 

The overall scenario in the bank was concerning, and 
the fines that the bank was paying made it more so. 
Many repetitive and manually intensive processes 
made evident a dire need to improve the efficiency 
of monitoring activities, which in turn would help 
reduce errors and speed up the whole process. The 
CIO proposed introducing RPA to implement a digi-
tal twin concept. The robots deployed alongside the 
analysts to perform the monitoring process would be 
well suited for spotting anomalies. They could flag 
anomalies to the analysts, who could then perform 
confidence scoring and due diligence. 

Upon approval from the board to perform a pilot for 
automation, the newly established automation team 
started analyzing the KYC-EDD process for RPA 

Figure 1 — Intelligent automation toolkit. 
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implementation. Table 1 shows the assessment of tra-
ditional manual activities that were good candidates 
for RPA.  

The RPA implementation quickly brought about a 
noticeable difference. Customer onboarding analysts 
saw the time required to collect data drastically reduced 
due to the bots taking over that task. Furthermore, 
the review process could now be done by two senior 
analysts rather than three. The customer experience 
improved within two quarters due to the ease of the 
process, shortened cycle time, and a reduction in the 
number of human-introduced errors.  

It was now time to introduce intelligence into the proc-
ess. Intelligent automation could be used to analyze the 
information captured, especially in the areas of negative 
news analysis and transaction monitoring of accounts. 
Intelligent automation would augment analysts’ ability 
to identify accounts at risk for money laundering. 

Unlike RPA, which was implemented quickly at min-
imal cost, integrating ML solutions with the current 
tools landscape at the bank would need a phased 
approach. The first step was to train the intelligent bots 
using historical data. Once the bots had been trained, 
an analyst would validate the bots’ decisions. As time 
progressed, confidence in the decisions made by the 

bots would increase until it reached a level where the 
majority of the KYC processes could be handed over to 
them. Table 2 shows the areas of the KYC process where 
intelligent automation played a role.  

The success of the approach depended on the quality 
of the historical data used to train the AI models. 
However, the phased approach was sufficient to 
convince regulators that this step-by-step approach 
yielded high accuracy within the KYC process. Intelli-
gent automation further increased analysts’ efficiency 
by allowing them to focus on the flagged cases. Intel-
ligence blended with RPA increased both speed and 
accuracy. 

The CIO announced the very-promising results to the 
board. In summary, the results showed that: 

• Intelligent automation encompassing AI and ML 
models led to a reduction in false positives, from 70% 
to 15%.  

• There was a 60% overall improvement in investiga-
tion efficiency. 

• Efficiency provided by automation and by analysts’ 
having a digital twin increased system efficiency by 
more than 80%. 

Table 1 — Manual activities to be automated with RPA. 
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• Relationships and risks that would have otherwise 
gone undetected were identified.  

• Planning and decision-making time was reduced, 
with a 76% increase in employee satisfaction. 

• Customer retention went up by 48%. 

Implementing Intelligent Automation 
How does an organization decide to take up the route 
of intelligent automation? Are there benefits beyond 
cost savings? Yes, in addition to the cost benefits, 
advantages of improved quality, speed, governance, 
security, and business continuity are realizable due to 
a high degree of automation. 

A few important questions may provide direction to 
an organization that is undecided about taking the first 
step. Figure 2 shows a sample list of questions. A higher 
number of “yes” answers to these questions would 
indicate that automation is the right decision. Almost 
any project an organization undertakes will advance 
through the program lifecycle shown in Figure 3.  

With intelligent automation projects, certain key ele-
ments must be considered within each stage of the 
lifecycle, including: 

• Discovery. The initiative needs to be well scoped, 
with the main focus on identifying and improving 
the processes to be automated, since automation 
will not just amplify existing efficiencies but will also 
amplify any inefficiencies. For instance, if the process 
under consideration for automation has flaws, then 
automation without first improving the process will 
prove costly in later stages. “Garbage in, garbage 
out” is applicable to automation. 

• Pilot and scope. Proof of value should be carried out 
after the proof of concept to provide an indication of 
the initiative’s ROI. 

• Software selection. An important decision involves 
the standardization of the tool stack to ensure the 
selection of the right intelligent capabilities and RPA 
features. 

• Build, implement, and deploy. The business does  
the process design, in contrast to other projects where 
this task is carried out by the IT team. Having the 
business do the design ensures that the translation 

Table 2 — Areas of the KYC process that intelligent automation enhances. 
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of requirements to design is nearly flawless, as the 
business has the knowledge experts. Operationally, 
an automation center of excellence should be set up 
that focuses exclusively on automation-related R&D. 

• Monitoring and benefit realization. Continuous 
monitoring of KPIs is crucial to realize the primary 
objectives of the program. 

3 Key Tenets of Automation:  
Roadmap, Security & Governance  
Since intelligent bots learn on the job, efficiency might 
not be realized right at the beginning. Typically, a time 
period of around two to three months is needed for 
an intelligent bot to fully take over from its human 
counterpart.  

For instance, consider a typical case of a team of 
employees working to capture data from emails, social 
media, and images/scans to spreadsheets that is then 
sent to back-end processing. Simple RPA bots can be 
programmed to work on back-end processing that is 
rule-based (see Figure 4).  

However, to help reduce the amount of effort the team 
spends in capturing data, an intelligent model needs 
to be deployed. This ML model is trained on historical 
data. After an extended period of training, the intelli-
gent bot can take over part of the task (see Figure 5). 

This simple example illustrates how an intelligent bot 
can be trained and deployed over a period of a few 
months. Once a few initial automation projects have 
shown success, an enterprise’s next step is to scale this 
success. Establishing a roadmap, applying the right 
security measures, and setting up robust governance  
are key tenets for scaling automation.  

Establishing a Roadmap 
An extensive process-discovery exercise will yield a 
process heat map that shows the types of processes 
that can be considered for automation. Assessing these 
processes reveals their complexities. Figure 6 shows a 
typical automation suitability assessment for creating 
a roadmap. The roadmap should slot the processes, 
based on ROI, into a timeline, which should be  
reviewed periodically. This artifact will drive the 
implementation in a manner that brings maximum 
returns to the enterprise. 

Figure 2 — Sample questionnaire.  

Figure 3 — Lifecyle of a typical program. 
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Applying Security 
Security is a key consideration when implementing 
automation. The most vital aspect is to secure the 
process. Elements of applying security include the 
following: 

• When we automate a process, it is essential to 
validate that personally identifiable information (PII) 
encryption is in place for data at rest and for data 
in motion. 

• Bot developers need to be trained on risks and 
controls so that when bots are developed, bot 
credentials are considered (e.g., the inclusion of 
strong, unique passwords that comply with standard 
company policies or the disabling of an interactive 
login from any source other than the virtual machine 
that runs it). 

Figure 4 — Capturing unstructured data without intelligent automation. 

Figure 5 — Capturing data with a trained intelligent bot. 

Figure 6 — Automation assessment and suitability. 
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• The environment in which the bots run needs audit 
logging of account activities, the credentials must be 
stored in vaults, servers need to be hardened, and all 
applications must have role-based access control.  

• To determine any weaknesses on the technology 
front, vulnerability scanning and threat modeling 
need to be performed periodically. 

Establishing Governance 
As with the roadmap and security, governance also 
needs a distinct approach when it comes to automation 
programs. The very nature of automation, with bots 
coexisting with human counterparts and overlapping 
the IT and business domains, creates security- and 
privacy-related concerns that require new attention 
to governance. Figure 7 shows a few key governance 
principles. 

Change management needs to incorporate an additional 
area for scaling automation implementation. Change in 
this case involves not only people and processes, but 
also robots (the new entities participating in the day-to-
day business). Incorporating robot maintenance into the 
standard change management framework is imperative. 

Apart from the three key tenets discussed above, it is 
important to ensure the consideration of the softer 
aspects of such a program, including: 

• The people factor. It is crucial that an organization 
determines impacts and mitigates any risks associat-
ed with productivity and behavioral issues.  

• Leadership. Alignment of leaders at various levels of 
an organization assists in successful implementation 
of advanced automation. 

• Communication. Communication is key to ensure 
that automation is accepted at all levels of the 
organizational hierarchy. 

The Promise of Intelligent Automation 
There is no dearth of case studies in the world today 
that highlight human beings’ innovative abilities to 
make life more comfortable — the holy grail we are 
always seeking. 

The right blend — alchemy — of human intelligence 
and AI technologies has the power to bring about 
enormous changes in the way we run our organizations. 
Nearly nine in 10 (i.e., 87.3%) manufacturing organi-
zations have already adopted some form of smart 
automation; in the banking and finance sector, 84.7% 
of financial institutions already report RPA and AI 
implementations. About 60% of retailers have adopted 
some form of smart automation.3 Most of these organi-
zations, we must assume, are rearchitecting their 
systems to align with the new normal.  

While the promise of such technologies knows no 
bounds, applying the concepts with a clear objective 

Figure 7 — Governance in automation: “should do this” and “must do this.” 
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and a roadmap is imperative to attain sustained prog-
ress; or else, in the words of Aristotle, “Well begun is 
half done.” As with all emerging technologies, the 
promise of AI could fade away if implementations are 
not well thought out and supported during the entire 
lifecycle. Organizations that crack this challenge will 
be the winners in the race. 
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With initial implementations of automation now 
showing promise across industries, smart automation 
has become an important priority. Whether building 
conversational assistants at a bank or automating goods 
allocations to warehouses at a retail firm, businesses in 
all sectors are investing significantly in their automation 
capability. Smart automation initiatives are no longer 
simply “nice to have” but have now become a necessity, 
an important element of business today. Smart auto-
mation has direct impacts on businesses. A recommen-
dation bot guiding customers with product selection, 
a chatbot supporting returns of items, a handwriting 
recognition bot verifying supporting documents during 
a claims process — all are great examples of how smart 
automation can help businesses with innovation, the 
cost of operations, and the ability to be nimble. 

First-Generation Smart Automation  
Current implementations of smart automation represent 
the first generation of the technology, which has the 
following characteristics:  

• Employed for point tasks in a business process, such 
as identifying the next best action in response to a 
customer complaint or answering frequently asked 
questions (FAQs) about products via a bot 

• Often modeled as bots, which are independent and 
highly focused on their scope of operation (which is 
often a very narrow domain) 

• Applied in a domain that is narrow enough to keep 
complexity in check; data within such a narrow 

domain is analyzed and contextualized to build and 
use the machine learning (ML) models needed for 
smart automation 

• Often employs human-in-the-loop design to ensure 
smart automation works effectively for a given task 

Effectiveness of First-Generation  
Smart Automation  
Given the narrow scope within which first-generation 
smart automation bots operate, they have proved to be 
highly effective and practical for use in business. Since 
these bots often have human oversight (human-in-the-
loop design), it is easy to identify exception scenarios 
and fall back onto alternative methods, such as manual 
handling of tasks. Nearly all business processes in mod-
ern enterprises now use some form of smart automation 
bot. However, first-generation automation bots have 
also led to widespread limitations, or automation silos 
(see Figure 1). 

Building bots with a narrow scope results in silos of 
automation within enterprises. These silos ensure 
that the scope and impact of automation is often very 
limited, confined within a single business process. 
Based on our experience with various businesses in 
the financial services, retail, and technology sectors, 
the effectiveness of first-generation smart automation 
on the value chain of any given business is low, con-
sidering less than ~5% of the total manual tasks that 
currently happen in a value chain can be automated.  

With smart automation’s ultimate goal being fully 
autonomous processes across a value chain, with bots 
working independently while also working with each 
other to achieve full autonomy, these silos lead to a lack 
of sharing of data and context across process steps. 
These automation silos mean the promise of smart 
automation is unfulfilled.  

Since first-generation smart automation bots work 
independently, they do not cooperate across a business 
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process or across the value chain. For example, an 
automation bot working on conversation automation 
during a customer service process step often cannot 
access the intelligence gathered by another bot that 
is learning product preferences in a product catalog 
process step. Automation bots must be better integrated 
to cooperate with each other in real time. 

Automation silos also mean best practices around 
data wrangling, cleansing, and model building are 
not being shared. While automation helps with agility 
and produces faster release cycles, automation within 
silos creates high amounts of duplication of effort when 
developing the automation and in the technology used. 
Bot development teams in different silos often cannot 
share their knowledge, as each team has different 
technology stacks, architecture, and governance 
practices.  

One could argue that overcoming these challenges is 
simply a matter of integrating these automation bots 
using classic integration technologies and patterns. 
However, certain limitations make this impossible. 
Those limitations include: 

• While automation works best when the scope of a 
bot is within one domain, extending the scope across 
domains adds to an impedance mismatch across 
domains, making automation modeling extremely 
difficult.  

• Integration of multiple automation bots involves 
building shared knowledge repositories, which 
are extremely difficult to model and build across 
domains, from a design, operations, and governance 
point of view.  

• Integration is extremely difficult in the context of 
shared learning (as in how ML models learn). 

Techniques such as transfer learning, for example, 
cannot work across domains when the bots are very 
different from each other.  

• Orchestrating the integration of bots across a value 
chain externally is not desirable, as it leads to rigid 
architectures, creating lower resilience and reduced 
agility. 

Second-Generation Smart Automation  
To address the challenges with smart automation, we 
need to build on and improve the current generation. 
The second generation of smart automation will address 
the integration limitations. The effectiveness of the 
second generation, however, depends upon breaking 
the automation silos (see Figure 2). 

Smart automation 2.0 is about amplifying automation 
effectiveness across business process steps and achiev-
ing automation across the value chain. Achieving this 
goal requires addressing the challenges posed by 
current automation silos and the limitations created by 
the architectural approaches currently used. Table 1 
lists some of the changes that would occur between 
smart automation 1.0 and smart automation 2.0. 

A Supply Chain Scenario 
In an end-to-end supply chain process, humans will 
handle some parts of the process, while bots will 
perform others. The bots work in coordination with 
humans and with other bots. Some bots, for example, 
might help with invoice matching and in other order-
related areas and would collaborate with bots from 
freight management used to measure and manage 
containers (see Figure 3). 

Figure 1 — First-generation smart automation: silos of automation, with each bot operating within a process step across the value chain. 
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Figure 2 — Automation bots sharing and cooperating with each other in a peer-to-peer manner, orchestrated across the value chain. 

Table 1 — Moving from smart automation 1.0 to smart automation 2.0. 

Figure 3 — Automation bots in a supply chain process. 
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In this scenario, first-generation smart automation can 
be manifested as follows: 

• Bots are employed for point tasks (e.g., order 
matching, intelligent shipment scheduling, and 
freight container optimization). 

• Bots are independent and highly focused on their 
scope of operation (e.g., the order management 
domain or the shipment domain). 

• A human-in-the-loop design is used (e.g., as liaison 
with shippers to enable effective work on a given 
task). 

As we have noted, first-generation smart automation 
bots operate in specific domain silos. Inadequate 
cooperation among bots results in issues such as 
shipment schedules not matching the container 
optimization recommended by a freight bot, an issue 
that might necessitate rework or manual intervention. 
Employing smart automation 2.0 can help improve the 
scenario in the following ways:  

• Bots across the steps of order matching, shipment 
scheduling, freight container loading, and so on, 
cooperate to share intelligence gleaned through 
analysis or “conversations.” 

• Bots collaborate with each other throughout the 
process by sharing knowledge and coordinating 
actions. 

Bot cooperation means that a freight bot can design a 
container optimization strategy that perfectly matches 
the shipment schedules. Any change in shipment 
schedules can be accommodated in real time with 
the container allocation readjusted accordingly.  

An Integration Approach to  
Smart Automation 2.0 
From an architecture perspective, the following 
imperatives are key to ensure that integration works 
at the scale of an entire business process and meets the 
goals of smart automation 2.0: 

• Preserve autonomous behavior. It is essential 
that automation bots be developed and delivered 
autonomously and in a loosely coupled manner as 
required for each step within a business process. This 

is extremely important to allow for agility and the 
changing nature of business process automation. 

• Share data and knowledge. Sharing of data and 
knowledge plays an important role in ensuring that 
automation bots can understand each other and work 
in a cooperative manner. The challenge, however, is 
to have sharing happen without building centralized 
and global data and knowledge models and stores. 
Creating centralized, enterprise-wide models and 
data stores is an extremely complex endeavor, and 
such models and data stores are often not practical 
to implement. 

• Design the cooperation of bots. Externally orches-
trating automation bots across a business process is 
not pragmatic and is one of the limitations of smart 
automation 1.0. To attain smart automation 2.0 
goals across a process, a mechanism of designing 
cooperation to ensure automation bots work together 
is imperative.  

• Integrate heterogenous technology landscapes. 
Enterprise business processes across a value chain 
typically use multiple technology stacks, making 
them heterogenous. An approach to achieve integra-
tion of such heterogenous technology landscapes is 
extremely important. 

Reference Architecture  
We can think of smart automation 2.0 architecture as 
designing cooperation among autonomous bots to 
realize a value chain–scoped automation goal. In other 
words, these autonomous bots cooperate with each 
other to accomplish this shared automation goal across 
the process. Such an architecture needs to address 
conflicting goals (see Figure 4): 

• Addressing process-wide automation goals, yet 
retaining the autonomous behavior of bots 

• Having bots leverage knowledge across the process 
and learn from each other, yet not hamper them-
selves with rigid integrations   

These goals require a finely balanced architectural 
approach with capabilities that go beyond those of 
traditional integration architecture. Table 2 describes 
the key capabilities such an architecture should have.  
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Putting together a smart automation 2.0 reference 
architecture with the key capabilities in Table 2 requires 
a combination of architectural styles. Table 3 describes 
the relevance of each architectural style to smart 
automation 2.0.  

Figure 5 (on page 24) illustrates how these architectural 
styles are used to create the necessary building blocks 
of a reference architecture for smart automation 2.0. 

The bot registry maintains a catalog of bots that perform 
automation tasks across domains. The registry is used 
by each bot individually for cooperation or for composi-
tion using an external component. For example, a bot 
doing data collection in the order management domain, 
by using character recognition in scanned PDFs, uses 
the registry to find and cooperate with a bot that can 
intelligently validate the address in the shipment 
domain to complete the entire business process. 
Distributed data stores, such as etcd, Consul, or 
the equivalent, are options to build a bot registry.  
(Table 4 [on page 24] describes possible technology 
choices for each building block.) 

Events are chosen as the preferred mechanism of 
communication. Events enable the architecture to be 
loosely coupled and facilitate communication through 
a well-defined interface abstracting the various 
implementations of the bots. This helps avoid the 
impedance mismatch–like situations that occur in 
databases. A common standard for events, such as 
CloudEvents or AsyncAPI, goes a long way in helping 
bots converse and understand each other well. Events 

Figure 4 — Balancing conflicting architecture goals. 

Table 2 — Capabilities of a smart automation 2.0 reference architecture. 
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defined in adherence to the standard create a vocabu-
lary that is known to all.  

Events are published to a channel of event mesh to which 
bots subscribe based on their interests. When bots 
receive an event, they identify the next course of action; 
they check if a task is completed, identify the system 
where it is completed, and find the next task to be 
performed. This approach helps bots work without 
the need of a central component to facilitate the next 
step in the process flow.  

While the channel of event mesh serves as the running 
medium for information-sharing on specific events of 
interest across the business process, the knowledge 
acquired by the bots within each domain, and other 

information about process context, is needed for  
process-level automation. Storing such knowledge 
in a data store is realized using data virtualization, 
combining multiple knowledge stores as a process- 
wide knowledge graph (a collection of nodes that help in 
traversing and making sense of the overall knowledge 
within the system). A knowledge graph could also 
contain state-specific-to-process instances, which can 
help in resolving conflicts across bots and with nego-
tiation among bots, as well as directing cooperation 
among bots. A knowledge graph also serves as the store 
for analytics related to automation across the process, 
which will help with further improvements in automa-
tion. ML models that work along with the knowledge 
graph, while being specific to each bot, can be shared  
as well. 

Table 3 — Architectural styles relevant to smart automation 2.0. 
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An orchestrator in the architecture oversees the auto-
mation being executed by cooperative bots. It offers a 
plan for bots based on process goals and objectives. It 
also assists in real-time bot-to-bot communication by 
invoking a requested bot. Inter-bot communication 
may be required to enhance accuracy through speci-
fic feedback to a given bot. The orchestrator also ana-
lyzes the performance of bots and looks for areas of 

optimization by improving accuracy and/or reducing 
handoffs or instruction complexity.  

Bot activity and events are visualized in real time using 
the dashboard. The dashboard not only shows visualiza-
tions of real-time information but can also be config-
ured with rules to identify exceptions. It works with a 
preexisting alerting mechanism as required to trigger 
human intervention.  

A Path to Smart Automation 2.0  
Businesses with the intention of breaking automation 
silos to mature to smart automation 2.0 must take a 
more strategic approach to automation. Automation 
initiatives within domains also will have to consider 
broader automation goals. Key considerations that 
should go into planning for smart automation 2.0 
include: 

• Platform-driven automation. Integrating automation 
bots that cooperate across a value chain is best done 
through a platform. A platform with capabilities 
such as a bot registry, event mesh, and a knowledge 
graph can make its capabilities available to all the 
bots within a value chain. Such a platform should be 
designed to be open, so that bots built on heterogene-
ous technologies can participate and leverage the 
platform’s services. 

• Value chain automation strategy. A comprehensive 
automation strategy across the value chain will go 
a long way in delivering smart automation 2.0. An 
automation blueprint serves as a reference for bot 

Figure 5 — Architectural building blocks for integration  
in smart automation 2.0. 

Table 4 — Technology choices for architecture building blocks. 
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design. However, it is important to understand that 
enterprise value chains can be complex, making 
it difficult to devise a comprehensive automation 
strategy in one go. An evolutionary strategy is the 
best option. 

• Event architectures. While the reference architecture 
incorporates event architecture, event architectures 
for bot communication are not easy to implement. 
Even though event architectures are becoming 
much easier to implement, consider synchronous 
communication where needed, such as for negotia-
tions between bots and any real-time queries to 
knowledge graphs. 

• Business process management versus automation. 
Most enterprises already have business process man-
agement initiatives running and have the necessary 
platforms to support them. Most often, process 
management efforts focus on process efficiencies 
beyond automation. It is important that automation 
initiatives lean into process management. While there 
are synergies, do not confuse automation initiatives 
with process management. Process management 
architectures are highly structured and rigid, while 
smart automation 2.0 initiatives should maintain 
autonomy and loose coupling between bots as 
key goals. 

Smart automation 2.0 is a great intermediate step as 
we move toward complete autonomy, where all the 
processes within a value chain are intelligent and the 
lines between process management and automation 
have disappeared.  
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Time you enjoy wasting is not wasted time. 

— Attributed to T.S. Eliot (among others) 

Automation, with the help of machine learning (ML), 
aligns processes and technologies and offers mech-
anisms to keep people out of the loop, facilitating autono-
mous operations. People, however, base their decisions 
on values, which are subjective in nature. For instance, 
customer value depends on subjective factors that are 
difficult to parameterize in an ML algorithm. So ML, by 
its very nature, cannot fulfill the total value proposition 
for a customer. Quality business decisions are arrived at 
when humans are kept in the loop. 

Rather than favoring the optimization of business 
decision making through pure artificial intelligence 
(AI) automation, we present a model that benefits 
businesses through collaboration between humans 
and AI. We argue that judiciously superimposing 
human natural intelligence (NI) on AI is a better way 
to enhance customer value than using AI alone to arrive 
at business decisions.  

Optimizing the Business  
AI, on its own, automates business decision making 
and business operations, but is not always successful 
in accounting for and improving customer value. Cus-
tomer value is a subjective entity based on myriad and 
ever-changing personal and environmental factors. 
“Satisfaction,” “quality,” and “joy” denote factors that 
provide customer value, but an ML algorithm cannot 
easily parameterize these factors. Customers’ needs, 
moods, and context dynamically change. What might 
be insignificant for a machine, for example, may be 
of immense value to a person. Consider the thrill and 
excitement of watching a tennis match between two 
tennis stars; they produce occasional brilliant shots as 
well as unforced errors and mistakes. Spectators derive 
immense value from the aesthetics of the game, which 
include those unforced errors. The value parameters 
(e.g., joy and satisfaction) justify high ticket prices, as 

compared to a tennis match between robots; the robots 
play perfectly — with no unforced errors — but the 
result is a boring match with little value for spectators. 

AI/ML conducts analytics over a vast suite of data and 
establishes correlations between data points. However, 
AI/ML, limited to this “black box” of correlations, can-
not explain causation. Machines — good at plowing 
through data (big and small) beyond human capabilities 
— sift through a massive collection of data, including 
a huge number of possibly relevant variables, and 
quantify the variables’ relevance to predicting a target. 
Humans, on the other hand, can identify small sets of 
relevant aspects of an issue and enquire into their cause. 
Explainable AI1 is an attempt to understand the afore-
mentioned black box, but that explanation usually 
occurs after the event, is about the correlations, and 
does not provide any understanding of why the event 
occurred or why the machine made certain predictions. 
Causation (dealing with the “why” of an event), sub-
jectivity in customer value, and the corresponding 
business decisions — all important ingredients in an 
optimized business — remain within the purview of 
humans.  

Thus, we propose using NI in combination with AI in 
the automation and optimization of business. NI usage 
was prevalent throughout the industrial and infor-
mation eras, during which machine-based computa-
tions were used as a tool in human decision making. 
Here, we explore the opportunity to incorporate human 
decisions and human feedback in an AI-based decision 
engine. NI provides the appropriate subjectivity to 
enable value-producing business decisions. The key 
points to consider while optimizing a business based 
on AI capabilities are as follows: 

• NI has the potential to provide judicious support to 
AI and the ability to make good use of AI in decision 
making. 

• NI and AI need to be treated as complementary 
aspects of business decision making; AI must not 
entirely replace NI. 

Superimposing Natural Intelligence on  
Artificial Intelligence: Optimizing Value 

MAN VS. MACHINE 

by Tad Gonsalves and Bhuvan Unhelkar 
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• AI must be continuously improved as it learns from 
and simulates decisions made by humans, but this 
improvement should not aim to take over all human-
made decisions. 

• Evaluating the consequences of a decision and 
investigating the “why” of an event is a NI function 
that need not be automated. 

• Decision engines must facilitate the incorporation 
of feedback about the consequences of a decision in 
order to enhance customer value. 

• Optimizing business performance is a distant goal 
that the intermediate goal of engineering collabo-
ration between intelligent humans and intelligent 
machines supports. 

The question we seek to address is: how can an 
advanced automation system and humans interact 
and work together in an intelligent way to capitalize 
on the strengths of each and maximize the value 
proposition for the customer? We now move on to 
our arguments for superimposing NI on AI to provide 
authentic and holistic customer value. 

Relevance of AI/ML in Automation 
ML algorithms in supervised, unsupervised, and 
reinforced formats boost decision making, since they 
handle, in a short time frame, the myriad complexities 
that the human mind cannot easily comprehend. A 
massive increase in GPU-led computing power and 
the exponential growth in data available for training, 
testing, and analysis have produced decisions that are 
more accurate and faster than those that humans are 
capable of making. Computer vision, natural language 
processing, and games excel in performance because 
ML models enable excellence in automation. AI 
transforms businesses and enterprises to an extent 
beyond that made possible by traditional industrial 
automation and advanced robots.  

ML models ingest relevant historical data and under-
take analytics on it. Decision trees, random forests, 
support vector machines, regression, and neural 
networks are some of the readily available models for 
performing ML.2 Data is fed to the ML model in several 
batches and the learning algorithm is executed until the 
desired prediction accuracy is achieved at the learning 
output. Training a learning model using historical data 
results in the learned model. The learned model extracts 
patterns found in the historical data while learning and 

is ready to make predictions when new and fresh data 
is fed into it. The detailed steps involved in ML are 
automated in order to form a single pipeline from data 
collection to prediction. 

The manufacturing and construction sectors are more 
automated than, say, the health and sports sectors 
because manufacturing and construction processes are 
more mature and well defined. Processes in manufac-
turing and construction, unlike those in health and 
sports, are primarily linear in nature. This means they 
have less need for feedback and adjustments, making 
them ideal for automation. Incorporating agility into 
processes, however, brings in iterations and increments 
that require the handling of uncertainty and change.3 
ML algorithms can mimic human behavior fairly well, 
as long as that behavior is relatively stable. When 
human behavior changes because the context and 
values have changed, as with agility, then such behav-
ior is difficult to mimic. Therefore, it is imperative that 
AI be combined with NI, which accommodates change. 

Limitations of AI/ML in Practice 
AI systems exhibit better performance than humans 
do when it comes to data crunching at high speed. 
Nonetheless, these AI systems still have significant 
limitations. AI models can only be as good as the data 
fed to them and as well as the algorithms are coded. 
Biases in models can crop up based on skewed observa-
tions, wrongly recorded data, and developer viewpoint. 
AI learning models can potentially (1) develop biases 
from the data on which they are trained and/or (2) 
incorporate the biases into their learning algorithms, at 
the same time that they (3) lack the inherent ability to 
make ethical decisions or understand shifting contexts, 
which are subjective and continuously changing. Next, 
we explore these limitations. 

Biases in Data Used for AI Learning 
While data is usually considered objective, a collection 
of data can still be biased. Data is a record of observa-
tions that involve human decisions; it incorporates the 
beliefs, purposes, biases, and pragmatics of those who 
designed the data collection systems. Data is not a 
singular record but a collection of many records of 
observations. Therefore, the potential exists that the 
beliefs of the observers have colored the meaning of 
the data.4 Sample bias, prejudicial bias, exclusion bias, 
measurement bias, noise bias, and accidental bias are  
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all examples of data-specific biases.5 These biases 
influence the models built upon the data. 

Biases in the Learning Algorithms 
Humans use reasoning to make decisions, and they 
have rationales for their decisions. They can explain 
the causal relationships between the data at hand 
(input) and the decision they have arrived at (output). 
ML, on the other hand, does not proceed by decipher-
ing the cause-effect relationship. Rather, it learns a 
function that maps inputs to outputs. This nonlinear 
function, however, is not in a closed analytic form 
but instead lies distributed in millions of parameters 
scattered throughout the learning network. Program-
mers and network designers cannot pinpoint which 
data patterns or features the learning network extracted 
to produce its final prediction. Thus, the learning model 
is a black box.6  

The opaqueness inherent in ML architectures severely 
limits their applications and reduces the overall trust 
people put in such machine-made predictions and 
decisions. Biases in algorithms are a result of the devel-
oper’s viewpoint and the system’s ability to learn from 
previous decisions (i.e., learnability). Structure bias (i.e., 
number of layers, neuronal units in each layer and their 
synapses), hyperparameters bias (i.e., millions of hyper-
parameters controlling the learning mechanism), and 
train-test bias (i.e., the training data set and testing data 
set used to solve a certain problem may follow totally 
different distributions) are examples of algorithm-
specific biases. 

AI models by their very nature are based on achieving a 
certain level of performance. Users and business leaders 
all aim to maximize their performance based on the per-
formance of the AI systems. The ML code embedded in 
AI models is agnostic to a user’s specific situation. AI 
systems are data-driven (correlations); human systems 
are knowledge-driven (causation). AI systems are 
performance-driven, not value-driven, but business 

customers are looking for value along with perfor-
mance. ML code cannot produce value on its own. 

Inability of AI Models to Make Decisions  
of Subjective Value 
Full automation with AI, from data collection to 
decision making, implies that humans are out of the 
loop and machines have full control. But accurate 
predictions do not necessarily mean ethically correct 
decisions, and machines cannot be trained to respond 
to ethical and moral questions when arriving at deci-
sions because ethical and moral values are inherently 
subjective and not codable. Machines are not capable 
of self-evaluating the consequences of their decisions. 
Without human involvement in the decision-making 
processes, greater ethical and moral challenges involv-
ing the use of AI/ML are likely. 

Automation, Optimization & Subjectivity 
in AI-Based Decision Making 
People, processes, and technology make up business. 
ML attempts to automate business processes by using 
technology. Automation aligns processes and tech-
nology while keeping people out of the loop. In an 
optimized business, the people-process-technology 
elements are aligned with each other on an ongoing 
basis with the aim of maximizing customer value.  
When these elements are not aligned, slack, wastage, 
and errors occur. While automation is the direct appli-
cation of AI to business processes, optimization, in 
practice, also requires natural (human) intelligence  
(NI). As shown in Figure 1, NI handles the subjectivity 
involved in providing customer value; that subjectivity 
does not lend itself to being coded as an ML algorithm. 

ML generates increasingly accurate business predictions 
based on the patterns and relations inherent in large 
data sets, thereby creating a learned model. Deci-
sion makers then make their decisions based on the 
machine-learned predictions. While the process of 
machine-learned prediction can be automated, the 
actual decision making still requires human input. 
Technology automation continues to optimize busi-
ness processes without fully comprehending shift-
ing contexts. Automation based on correlations (i.e., 
automated ML) can provide many results but can 
neither explain those results nor ascertain and make 
use of the subjectivity inherent in customer value.  

People, processes, and technology make up 
business. ML attempts to automate business 
processes by using technology. Automation 
aligns processes and technology while keep-
ing people out of the loop.  
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The ideal decision-making process is a judicious 
combination of NI and AI. Thus, as we asserted in 
our opening, quality business decisions are arrived at 
when humans are kept in the loop. Rather than optimizing 
business decision making through pure AI automation, 
a model that benefits businesses through optimizing 
collaboration between humans (NI) and AI is most 
appropriate. 

Intelligent Automation: Learning-
Correction-Relearning Cycle  
Implementing collaboration between NI and AI yields 
intelligent automation. Figure 2 shows the AI pipeline, 
with four phases: data collection, ML, prediction, and 
decision making. The first three phases are relatively 
easy to automate based on current AI technologies; the 
fourth phase cannot (yet) be successfully automated. 
The limitations of AI, as we have discussed, need to 
be handled by superimposing NI through the design, 
development, and implementation of the solution. The 
following outlines the role of NI in each phase: 

1. Data collection — choosing the right kind of data 
for a given ML problem and filtering the varied 
types of possible biases from the data 

2. ML — allocating the right kind of ML algorithm 

3. Prediction — opening the ML black box to explain 
causal relationships among inputs and prediction 

4. Decision making — fully engaging in decision 
making  

Normally, decisions are based on the predictions 
obtained from the automated ML modules.7 With the 
ever-increasing cutting-edge performance demonstrated 
by recent ML, the final decision-making process is at 
risk of being entrusted entirely to full automation. Fully 
automated decisions — leaving humans completely out 
of the loop — may not provide the necessary customer 
value due to the subjective interpretation and changing 
nature of that value. At times, such fully automated 
decisions may even be detrimental to business goals 
and to society in general due to ethical challenges. 

Quality decisions, which are also ethical decisions, 
include humans in the decision-making loop. Humans 
are capable of considering the consequences of deci-
sions vis-à-vis their quality and ethical ramifications. 
NI provides invaluable insights, after inspecting the 
consequences of decisions, by considering ethics and 
values. These NI-based insights are superimposed on 
the learning algorithm (as shown in Figure 2). The 
feedback loop illustrated in Figure 2 then tweaks the 
historical data, learning model, and new data to filter 
possible sources of error and bias and retrains the 
model. The learning-correction-relearning cycle is 
repeated multiple times to enable the system to con-
tinue to learn and improve its performance. Eventually, 
after multiple iterations, the model shown in Figure 2 
arrives at ethically sound decisions that produce ade-
quate customer value. The caveat to keep in mind is 
that in earlier iterations of this model, NI makes the 

Figure 1 — Automation, optimization & subjectivity in “value extraction.” 
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actual decision, whereas in later iterations, AI learns 
from NI and stores those insights. 

Optimizing “Subjectives” Under  
Subjective Constraints  
Optimization can be defined as minimizing or maximiz-
ing an objective under certain constraints, where the 
objective to be minimized or maximized is cast in the 
form of an objective function of the decision variables.8 
An optimization problem is defined as follows:9 

Find X, 
such that f(X) is minimum/maximum  

subject to the constraints: 

g(X) = 0 & h(X) < 0  

where X is a vector of decision variables,  
usually bounded as:  

Xmin ≤ X ≤ Xmax 

f(X) is the objective function, g(X) and h(X) are the 

constraints, and  
Xmin and Xmax are the bounds on the decision variables 

in vector X. 

The decision variables, the objective function, and 
the constraints are all quantified, making them 
“objective” (as opposed to unquantified concepts, 
which are “subjective”). The decision variables serve 
as inputs to many AI optimization algorithms, such as 

evolutionary computation10 or swarm intelligence,11 
which optimize even large-scale or NP-hard12 (non-
deterministic polynomial time) problems in a reason-
able amount of time. 

For example, let’s say the manager of a software devel-
opment company plans to develop a software package 
in the minimum possible time. She hires teams of ana-
lysts, designers, and programmers. The constraints are 
that she can hire not more than five members for each 
team and cannot exceed the hiring and development 
cost decided upon by the company. In this optimization 
problem, the software development time is the objective 
function, development cost is the constraint, and the 
number of professionals to hire in each team is the 
decision variable. The important thing to note here is 
that the objective function, constraints, and the decision 
variable are all quantified because any AI optimization 
algorithm will soon yield the optimum solution without 
any human intervention. 

Now let’s review some examples of nonquantifiable 
problems. Consider, for instance, a qualitatively 
different optimization problem from the one above. 
Let’s say a couple is out on a date at a very fine dining 
establishment. Imagine the restaurant’s kitchen and 
serving processes are highly optimized. Orders for 
food and drinks are taken by a robot and promptly 
delivered via conveyor belt, all at the ring of a bell from 
the couple’s table. The situation is fully AI-automated 

Figure 2 — Superimposing NI on AI for intelligent automation. 
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and optimized. But would dining in such an environ-
ment be an enjoyable and romantic experience for the 
couple? Perhaps as a novelty for a technocratic-oriented 
couple — but unlikely. The tennis match described 
previously is another AI-automated and optimized 
experience, but one not likely to be appreciated by its 
spectators.  

In these subjective examples, humans do not cherish 
the experience because they do not derive any value 
(joy, aesthetic satisfaction) from it. Since customer value 
is not quantifiable, it cannot be objective. Value is a 
subjective phenomenon based on customers’ emotions, 
judgments, impressions, and opinions. Therefore, we 
propose to optimize not an objective problem, but a 
subjective (i.e., value) one by making decisions based 
on our human intelligence (NI), which comprises 
emotions, intuition, experience, knowledge, and 
expertise. The NI decision-making phase follows 
the ML phases shown in Figure 2.  

The maximization of customer value is evaluated from 
the following four points of view:  

1. Right decision. This is a decision taken at the right 
time, in the right context. 

2. Tradeoff. This occurs between enterprise profits 
and societal well-being. 

3. Ethics. A perfectly good “objective” decision may 
not be an ethical one.  

4. Legality. A perfectly good “objective” decision may 
not be a legal one. 

These four aspects of evaluating a decision are also 
“subjective” in the sense that they cannot be quantified. 
They are the subjective constraints against which the 
subjective customer value is to be optimized. NI, with 
its experience, intuition, knowledge, and expertise, can 
judge the value of the decision, its potential bias, and 
the legal and ethical impacts of the decision on society. 
Finally, let’s examine three use cases to briefly describe 
the impact of NI on AI models.  

Insurance 
Even if we overcome all possible biases and a prediction 
is accurate, that prediction can still pose ethical and 
moral challenges. For example, a prediction may be 
accurate in indicating the possibility of heart disease 
in a certain cross-section of society based on age, 
gender, ethnicity, and financial well-being. Acting 
on the prediction can lead to differences in insurance 

coverage amounting to discrimination. NI must 
override the “logical” action resulting from the 
prediction to ensure equality in insurance coverage.  

Crime Spotting  
Crimes may be accurately predicted through unbiased 
data and unbiased algorithms. Preventive and preemp-
tive action by the regulatory authority may lead to 
discriminatory and unfair actions even before a crime 
has been committed. What would be viewed as unfair 
justification of preemptive action is an ethical and moral 
challenge that fully automated systems are not capable 
of handling. Better decisions are taken when NI is 
superimposed on ML predictions.  

Healthcare 
Healthcare is one sector in which personalization is 
urgently needed. Most patients trying to come to terms 
with a serious illness expect emotional support from 
their doctors. However, in the current medical setup, 
most doctors, nurses, and other healthcare providers  
are overworked and cannot take additional time to deal 
with every patient on an individual level. Providers can 
train robots to take over routine functions (e.g., delivery 
of medications by bedside or movement of patients in a 
wheelchair), making it possible for medical staff to aptly 
provide the human empathy and caring that patients 
need. Human-robot collaboration is an important part 
of superimposing NI on AI;13 in this case because AI is 
used to free up NI for important “subjective” functions.  

Conclusion  
Computers are number-crunching machines. Humans 
cannot — and, perhaps, need not — compete with com-
puters when it comes to handling big data volume and 
velocity. Machines are good at data-driven predictions 
that are difficult for humans to make. Humans are 
better at handling smaller sets of data, inspecting the 
relevant aspects (contexts), and arriving at decisions 
appropriate to specific situations. As opposed to 
computers, humans are fuzzy, knowledge-driven 
analyzers. Their NI (human or natural intelligence) 
includes not only knowledge and experience, but also 
intuition and insights. Values and their dynamics are 
beyond the grasp of algorithms. Perhaps machines may 
never be fully learned, not because of a shortcoming in 
ML systems but because values in decision making are 
inherently unlearnable. 
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This unlearnable aspect poses a challenge to automation 
and to the optimization of ML. AI models are extremely 
complex because they incorporate a wide variety of 
data with high volume, velocity, and variety. Added 
to the complexity of the data is the complexity of ML 
algorithms. Finally, AI models are not singular, stand-
alone systems, but rather a combination of multiple, 
collaborative systems typically interacting with each 
other in the cloud. Thus, when the systems are totally 
automated and are, in effect, black boxes, any break-
down in a system may result in total chaos across all 
business functions. The results can be uncontrolled and 
dangerous, as it is typically very difficult to determine 
the source of the fault and fix it.  

Therefore, for a business decision-making or analytic 
task, human experience and an intuition-based, fuzzy 
way of thinking should complement the data-driven 
techniques of machines. In this article, we have argued 
for the need to superimpose NI on the predictions made 
by AI and have examined the likely risks without such 
superimposition as well as the advantages resulting 
from it. 
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For more than 70 years, automation has been expand-
ing in scope and capabilities. Today, intelligent auto-
mation (IA) is being quickly deployed in both the 
product manufacturing and service sectors of devel-
oped economies. Current crisis conditions may lead 
to even more rapid adoption and greater acceptance 
of smart machines. In crisis situations, companies and 
organizations are more likely to rush development and 
adoption of innovative, “magic bullet” technology such 
as IA. The rush to market and the rush to adopt IA may, 
however, lead to increased risks to civil liberties, health, 
and safety; discrimination and fairness issues; overreli-
ance on artificial intelligence (AI) applications; limited 
or ineffective human decision-maker oversight; and 
other negative consequences. 

Society is in the midst of the fourth wave of automation, 
or what some call the “Fourth Industrial Revolution.” 
Over the years, a number of related terms have been 
used to describe and explain the automation of tasks, 
including cybernetics, robotics, and adaptive control. 
The term “automation” has traditionally been associ-
ated with manufacturing; specifically, the application 
of technology, as part of the manufacturing process, 
to routinize repetitive tasks, with people replaced by 
machines in the execution of tasks, processes, and 
activities. Today’s IA technologies and applications are 
extremely complex software systems that are deployed 
to perform a wide variety of tasks, and the systems 
should be monitored and regulated by both internal 
and external stakeholders. 

For many years, formal and informal governance 
mechanisms dealt with the automation issues of data 
collection and use, intellectual property (IP), labor 
displacement, product liability, and warranties. Gov-
ernance was ad hoc and involved unsystematic and 
partial solutions. Moving forward, governance of 
automation should be more proactive and coordinated 
with thoughtful policies, structures, and roles. Improv-
ing the governance of process automation, especially 
of systems incorporating data that is assessed using AI 
technologies, should be a proactive management goal. 

Information technologies — for example, machine 
learning (ML), motion sensors, optimization algorithms, 

and robotic vision — are disrupting many traditional 
manufacturing, service, and retail industries. IA can be 
used in a variety of settings, from the tangible — such 
as factories with assembly lines, continuous process 
production lines (e.g., an oil refinery), and small-batch 
job shops — to the less tangible (e.g., computer-based 
processes such as call centers with voice bot advice, 
tax advisor and accounting services, and automated 
insurance claims processing). Implementing more 
sophisticated IA, especially for advice, fraud detec-
tion, security monitoring, autonomous factories/
manufacturing, and automated warehousing, among 
other applications, can increase the resiliency, cost 
effectiveness, customer satisfaction, and scalability 
of many productive endeavors.   

This article explores the need for IA and considers 
possible policies for governing smarter factories, 
processes, and supply chains. In the following section, 
we examine the meaning of IA. We then investigate the 
need for governing automated processes, especially IA 
using AI. Based on our analysis, we propose a govern-
ance framework and eight major policy prescriptions 
associated with governing IA. 

Defining Intelligent Automation 
The convergence of AI and operations innovation 
creates a paradigm shift. Smart automation is a vision 
for how organizations can and should enhance pro-
ductivity. IA is a technology frontier. IA is intended 
to assist human workers by taking over repetitive, 
routine, and manual tasks. Potentially, IA can process 
most invoices, reconcile accounts, conduct background 
reviews, pick products in a warehouse, build cars and 
trucks, and perform many other tasks. IA includes 
decision automation using AI with sensors to control 
and manage complete manufacturing systems and 
production processes. It also includes specific products 
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such as vision systems, production robots, robotic floor 
scrubbers, and chat and voice bots that provide advice. 
Some IA systems go beyond applying rules and pro-
cedures to include ML and cognitive technologies. IA 
systems are becoming more mature and are increasing 
in capabilities and sophistication. Let’s briefly examine 
three companies on the leading edge of IA — Amazon, 
Tesla, and Progressive Casualty Insurance Company:  

1. Amazon has more than 100,000 robots in its 
warehouses. In addition, the company has installed 
machines in several of its US warehouses that scan 
and box items to be sent to customers. At Amazon, 
robotic automation has taken over certain duties, 
such as carrying pods of inventory and transporting 
pallets through buildings.1 Using robots and people 
in the same environment can cause problems, so 
Amazon is providing warehouse workers with 
utility belts that signal robots to avoid fatal 
encounters and increase employee safety.2  

2. Tesla’s factory in Fremont, California, USA, is one 
of the world’s most advanced automotive plants. 
The Tesla assembly line is built with a combination 
of AI software and automation. The manufacturing 
process for the Tesla Model S uses more than 160 
specialist robots.3 IA systems in the Tesla factory 
sense and produce very large amounts of data used 
to automate entire processes, make decisions, and 
guide robots.  

3. Progressive, a technology and automation inno-
vator, uses a mobile app (Snapshot) for an optional 
insurance discount program.4 Usage-based insur-
ance involves collecting data directly from a 
person’s car and then using algorithms to infer 
patterns in behavior and adjust insurance rates. 
Snapshot creates a personalized insurance rate 
based on a driver’s actual habits. The Progressive 
app has many features, including a claims center for 
filing and tracking claims. 

IA is transformative and strategically and tactically 
important for organizations. It is likely to change how 

organizations operate and how people work. IA or 
“intelligent process automation” (IPA) integrates AI, 
ML, natural language processing, and automation to 
redesign business processes. Robotic process automa-
tion (RPA) encompasses many technologies, includ-
ing workflow orchestration, mobile data capture, 
sensors, analytics, AI bots, more traditional robots, 
and e-signature technologies. 

The possibilities for automation of both tangible goods 
and delivery of less tangible services have increased 
greatly in recent years. Now, most companies have 
some automation, ranging from supporting isolated 
production tasks or semi-independent work processes 
to more comprehensive systems. 

Need for Governance 
Change is happening so quickly that some stakeholders 
have real concerns that adopting IA, RPA, and IPA will 
result in job losses, problems with invasive bots, loss of 
privacy, and poor ROI because of technology obsoles-
cence. These concerns help justify the need for better 
governance mechanisms. 

IA applications are reaching the point where both 
organizations and governments must create policies 
regulating the use of and the liability associated with 
using smart technologies. Many outstanding issues 
exist; for example, who is liable if IA applications make 
incorrect decisions or recommendations? How and 
when should IA applications be tested and validated? 
Should an organization disclose that a customer is 
interacting with an AI-enhanced automated process?  

In 2018, Google announced that its new virtual AI 
assistant, Duplex, could make phone calls for you 
using a human-like voice that sounded like a real 
person.5 People immediately objected to Duplex, 
concerned that a bot could be confused with a human. 
Well-thought-out governance policies could have 
avoided this implementation mistake. Instead, Google 
had to react to the negative feedback and changed 
Duplex’s functioning so that it would identify itself as 
a robot when making calls. Government regulations 
will likely need to address this disclosure issue. 

Also in 2018, the Singapore government’s Infocomm 
Media Development Authority (IMDA) announced the 
establishment of an “Advisory Council on the Ethical 
Use of AI and Data” that will assist the government in 
developing ethics standards and reference governance 
frameworks and that will publish advisory guidelines, 

IA applications are reaching the point where 
both organizations and governments must 
create policies regulating the use of and 
the liability associated with using smart  
technologies.  
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practical guidance, and/or codes of practice for volun-
tary adoption by industry.6 Singapore provides an 
example that other governments should follow. The 
current council discussion paper recommends two 
key principles that are especially relevant for IA 
governance:7 

1. “Decisions made by or with the assistance of AI 
should be explainable, transparent, and fair to 
consumers.” 

2. “AI systems, robots, and decisions should be  
human-centric.” 

A potential problem and ethical issue with the adoption 
and use of AI and intelligent systems is that ML is 
often a “black box” with seemingly unexplainable 
results. Examination of the data used for ML and test-
ing can identify problems and correct them or disclose 
them. Testing and transparency encourage confidence 
and trust in a machine-generated algorithm. 

AI and IA are expanding in use, but technology compa-
nies are often secretive about how the software makes 
decisions. IA systems may be poorly designed and, as 
in the case of Duplex, need redesign. There may be 
inadvertent or malicious coding errors, data collection 
errors, or process changes. Application functionality 
may need to change rapidly. Government regulation 
and company policies should address the need for 
transparency and validation of AI, ML, and algorithms. 
A trusted third party may be needed to certify some or 
all decision automation software.  

Security issues also create a need for governance 
mechanisms and policies. Reasonable, effective 
governance of IA and advanced AI applications is 
both necessary and possible.  

Governance Framework and  
Policy Prescriptions 
IA governance includes (1) governance of the data  
collected and used in IA and (2) governance of the 
decision automation software and tools incorporated in 
systems. The entire automated system — with compo-
nents including robots, automated handling, workflow 
software, and people — requires governance.  

A governance framework should specify who has the 
responsibility and accountability for making specific 
categories of decisions (decision rights) and establish 
an accountability framework to ensure appropriate 

behavior. A governance framework should specify 
and evolve processes, roles, policies, standards, and 
metrics to ensure the appropriate and effective use 
of IA. Managers and regulators must use current 
knowledge and anticipate change. Given the novelty 
of IA, governance will need to evolve over time as more 
is learned. Because IA governance is complex, managers 
must do more than establish policies, they must solicit 
feedback from all stakeholders, including customers 
and suppliers. Managers must also have mechanisms 
for feedback and for monitoring policies and perfor-
mance. Governance stakeholders include the following: 

• Adopters/owners — senior management,  
shareholders 

• IA vendors — creators/producers, distributors 

• Government and regulatory bodies 

• Industry competitors 

• Suppliers and customers of products and services 

• Citizenry and community 

Figure 1 tries to capture the broad IA governance 
domain, including stakeholders’ interests and respon-
sibilities and the interactions among stakeholders.  

The central actor in governance is the adopter/owner, 
but government at all levels has a role to play, espec-
ially in relationship to IP and liability laws. The test-
ing and monitoring of problems by IA vendors — the 
creators and providers of technology solutions — is 
especially important.  

Because the adopter/owners of automated factories or 
automated workflow processes are at the center of the 
governance ecosystem, their governance responsibility 
is greater. Adopters must keep records, have proactive 
policies, and ensure that managers make ethical govern-
ance choices. A central component of governance is 
thoughtful, well-defined policies.  

Governing a technology or process is about control and 
risk minimization. Suggesting generalized policies for 
the wide variety of IA systems that exist and that have 
been suggested is a daunting task. We tried to apply 
a number of lenses to the task, including examining 
ethical concerns, examining traditional topics in IT 
governance, and using a stakeholder framework to 
examine governance from a broader context. In an 
adopter organization, the right amount of governance 
depends upon factors such as risk tolerance, the types 
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of IA in use and contemplated for development, and the 
maturity of the current IA systems. We tried to antici-
pate what could go wrong with IA and how policies 
could reduce those risks. The following suggestions 
provide a starting point for defining IA governance 
policies. The suggestions are categorized as “public” 
or “company” policies.  

Government with Appropriate Authority  
and Jurisdiction 
Public Policy 1 
The owner of an IA application cannot limit her/his/its 
liability related to the use of the IA in any way, even 
with a disclaimer limiting liability. Liability is a legis-
lative issue, and current laws should be reviewed. 
Public policy should resolve three fundamental 
questions: (1) Who is responsible for any harm arising 
from the use of IA? (2) What does it mean to own a 
smart machine? and (3) Who owns the IP?  

Public Policy 2 
IA is especially useful when the technology replaces 
routine, repetitive, low-value jobs. Organizations 
should be incentivized to upskill employees that IA 
displaces and to prepare them for knowledge-intensive, 
data-driven work that requires empathy and other 
complex human characteristics that are difficult for 
IA to provide. In other situations, IA applications that 
replace human employees should be discouraged, 
except when the task to be automated is dangerous 
or creates other potential harm to a human. If smart 
automation is an appropriate way to engineer jobs 
and reduce costs, then taxation may be necessary to 
compensate for any social disutility.   

Public Policy 3 
Developers should provide complete disclosures about 
IA algorithms and decision automation software that 
include: (1) evidence that an algorithm does not create 
bias or discrimination in the decisions that will be made 

Figure 1 — Governing intelligent automation. 
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using it; (2) identification of the frequency of errors in 
classification when the algorithms were developed; 
and (3) acknowledgment of any possibility that IA 
interactions could be mistaken for human interaction 
(e.g., when using chatbots).   

Adopters, Suppliers, and Vendors 
Company Policy 1 
In assessing IA opportunities, management must 
collaborate with stakeholders to assess the impact on 
the workforce. Adopters should commit to funding the 
upskilling of displaced employees to assume higher-
value roles. Anxiety continues to grow around the 
possibility that smart robots will take over the jobs of 
people. In general, it is important to provide training 
so workers can adapt to new, more complex, and 
technologically advanced operating environments.  

Company Policy 2 
IA applications should only make autonomous deci-
sions in routine, recurring, well-understood decision 
situations. Even in those situations, knowledgeable 
humans should regularly monitor the decisions and 
their consequences to ensure the application is perform-
ing satisfactorily. It is especially important to limit the 
domain of discretion for IA applications in specialized 
settings such as hospitals. 

Company Policy 3 
There should be a commitment to transparency and 
disclosure. An adopter should disclose when an IA 
application is making a decision, and the reasoning 
behind the decision should be understood and trans-
parent to anyone impacted by the decision. 

Company Policy 4 
Each IA application and system should be tested to 
ensure it is operating as intended. IA decisions should 
be logged. Customers and owners of an IA application 
must understand why a machine model took a specific 
action, reached a specific conclusion, or made a specific 
recommendation. A person with governance authority 
should monitor logs and be able to determine what 
information was analyzed to reach a conclusion and be 
able to selectively review that information. An expert 
should be convinced that the data used is unbiased, and 

testing should confirm at a satisfactory confidence 
level that the choices made by an IA application are 
appropriate.  

Company Policy 5 
IA application code should be restricted and secured. 
IA adopters should have copies of application code. 
Security is especially important to prevent IP theft of 
IA applications and AI algorithms. IA governance must 
include the traditional data governance issues, includ-
ing backup, recovery, maintenance of change logs, 
security, and data privacy. 

Many other issues and concerns will likely need to be 
addressed, including: (1) an IA usage policy that clearly 
articulates the business processes and data that man-
agement considers appropriate for automation; (2) a 
policy that identifies who is authorized to procure IA 
products and services; (3) the required use of business 
process management (BPM) to analyze, improve, 
optimize, and automate business processes prior 
to implementing IA; and (4) standards for testing, 
installation, maintenance, and performance monitoring. 

Recently, some vendors are promoting the “democra-
tization” of process automation using low code, cloud-
based development environments. These new environ-
ments can speed up development for some process 
automation projects, but organizations may end up 
with new automation silos. In general, governance 
policies should specify a more strategic approach to 
project selection and development. 

Policies that were relevant at one point in time may 
become dated or irrelevant. Industry associations, 
vendors, and other public sources are likely to share 
and disseminate best practices. The above suggestions 
are general and generic. They serve as a starting point 
for thinking about and creating a more customized 
governance document and framework. Lack of con-
trols for an IA program can prevent an organization 
from meeting security, privacy, and compliance 
requirements. 

Industry associations, vendors, and other 
public sources are likely to share and  
disseminate best practices.  
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Conclusion 
IA will solve some problems but may create new ones, 
such as biased decision making or worker alienation. 
More intelligent business processes and production 
automation may lead to higher productivity, more 
flexible production systems, and, potentially, more 
stable profitability. Effective governance helps ensure 
the benefits of IA are realized. IA is an experiment in 
advanced production concepts, ML, and digital trans-
formation of work. The automated plant of just a few 
years ago is no longer an advanced production facility. 
Technology obsolescence is occurring rapidly, and that 
phenomenon will continue.  

The comprehensiveness and sophistication of a gov-
ernance structure for an IA project and for specialized 
applications should be determined by the scale of the 
project, its importance and perceived risk, and the 
complexity of the integration of emerging technologies 
such as AI, Internet of Things, blockchain, robotics, and 
RPA. The prior experiences of regulators, vendors, and 
managers also impact the sophistication of governance. 
A smart city or factory should have a governance 
framework that differs from that for traditional, 
legacy IT systems.  

There are a wide variety of IA implementations in 
organizations. Emerging, innovative technologies for IA 
will be disruptive and there are many “unknowns,” so 
caution and “pilot” testing are important, but managers 
should use controlled experimentation rather than a 
“try it and see what you think” approach. For large-
scale, urgent, perceived high-risk IA projects that 
integrate many emerging technologies, managers 
should identify needs and design a system, anticipate 
consequences, build and pilot test components, and 
then observe the operation of the system. Once enough 
operational data has been collected, it is important to 
analyze the data and formalize lessons learned. In 
most situations, engineers and technologists will 
then improve, refine, and expand the IA systems, and 
managers will improve governance policies before 
data collection and observation and monitoring of the 

systems are repeated. Technology governance should 
not be a bureaucratic, static process but should be 
envisioned as a dynamic framework with continuous 
improvement. Managers should embed “test and learn” 
processes in an IA governance structure.  

Finally, managers can and should anticipate the 
production processes of the future in many industries, 
including retail, insurance, logistics, food processing, 
traditional manufacturing (e.g., automobile assembly), 
and life sciences. Adoption of IA, however, requires 
more sophisticated governance and control than earlier 
RPA. Developers of IA products and systems should be 
proactive about issues such as testing, quality control, 
and compliance. Senior managers must be proactive 
in defining policies and procedures and monitoring 
changes. Managers must create a broad, adaptive 
governance program for IA that assesses, develops, 
enforces, and monitors policies and procedures prior 
to implementation of complex, integrated IA systems. 
After implementation, a governance program must be 
agile, ethical, and responsive to social, economic, 
regulatory, and technological change. 
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